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Professional Summary
As a Ph.D. candidate at the University of Amsterdam, I focus on multi-task learning, developing models using probabilistic
modeling, graphical learning, and meta-learning, specifically neural processes. My current work includes adapting multimodal
foundation models and multi-task optimization. My Master’s project experience encompasses transfer learning and zero-shot
learning.
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